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Abstract
There is growing critical commentary and debate about
the relative effectiveness of individual program and
generic practice approaches to identifying evidence-
based interventions and their impact on the opera-
tion of the juvenile justice system. The central issue
is whether both of these approaches to identifying
evidence-based interventions provide a valid and reli-
able guide to improving juvenile justice programming
and, if so, what are the relative advantages and disadvan-
tages of each? From a public policy perspective, should
we be investingmore heavily in one or the other, or treat-
ing them as effective complementary approaches and
encourage both?We address each of these questions and
offer some suggestions for improving the effectiveness of
each approach.
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Intervention science is the study of the development, testing, dissemination and implementa-
tion of effective treatments and prevention models in service of at-risk and vulnerable groups,
and focuses on three basic types of interventions: programs, practices, and policies (Institute of
Medicine, 2015; Springer & Phillips, 2007; Walker, Lyon, Aos, & Trupin, 2017). Programs involve
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a coherent package of activities with defined delivery protocols, implementation manuals, train-
ing, and technical assistance that implement an identified logic model, i.e., a particular change
strategy targeting identifiable risk or protective factors that are theoretically linked to a specific
outcome, like recidivism. There is less consensus regarding the definition of practices, which typ-
ically involve generic types of programs or strategies that have some common elements or core
components but are more flexible than manualized programs as they do not necessarily involve
the same detailed package of prescribed activities that characterize programs. Policies involve for-
mal regulations or laws that apply uniformly to general populations (Elliott & Fagan, 2017; Sub-
stance Abuse andMental Health Services Administration, 2018; Walker et al.„ 2017). With respect
to current juvenile justice prevention and treatment, interventions demonstrated by research to
be effective, hereafter referred to as evidence-based interventions, are primarily programs and
practices. Currently, almost no juvenile justice policies are considered evidence-based (Elliott,
2017; Elliott & Fagan, 2017). Our focus in this essay is on comparing the utility of evidence-based
programs and practices for guiding juvenile justice intervention.
Critical commentary and related debate about the relative effectiveness of these two approaches

to identifying evidence-based interventions and their impact on the operation of the juvenile jus-
tice systemhave intensified (Embry&Biglan, 2008; Gorman et al., 2007; Greenwood, 2018; Lipsey,
2018;Mullen & Streiner, 2004; Rehuher, Hiramatsu, &Helm, 2008;Welsh, Rocque, &Greenwood,
2014). Several critical research and public policy questions are at the center of the debate:What cri-
teria should be used to evaluate the relative effectiveness of these two approaches? How effective
is each approach based on these criteria? What evidence is there that each can be implemented
with fidelity and to scale? How usable by practitioners is each? Based on such assessment, should
we be investing more heavily in one than the other? How might we improve the effectiveness of
each? In this essay we address these questions to inform decisions about the relative viability of
each approach for directing juvenile justice system interventions.

1 EVALUATING THE EFFECTIVENESS OF PROGRAMAND
PRACTICE APPROACHES

Researchers use a basic set of standards for evaluating the effectiveness of program and practice
approaches. First, how extensive and robust is the evidence base for each? This includes questions
about the quality, quantity, and level of evidence established and the scientific standards used in
each approach for determining whether a program or practice is “evidence-based.”
Second, how extensive and sound is the research evidence for the claim that specific programs

or a set of practices are effective in reducing juvenile reoffendingwhen scaled up and implemented
as routine practice in the juvenile justice system?
Third, what is the expected impact of each approach on the population of juvenile offenders in

the justice system? How soundly can that impact be inferred? Should programs or practices with
larger effect sizes or serving a larger segment of offenders be given funding priority? What policy
implications follow from the findings about each approach?
Fourth, what does the existing evidence say about likely juvenile justice system adoption rates

and factors influencing adoption decisions? These include factors like fidelity requirements and
differences in costs and benefits.
Clearly, additional criteria might be considered to compare the strengths and weaknesses of

these two approaches. However, this set addresses themost fundamental considerations that have
been emphasized in prior commentary (Embry & Biglan, 2008; Greenwood, 2018; Lipsey, 2018;
Mullen & Streiner, 2004).
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1.1 Evidence base for programs and practices

1.1.1 Program approach: Registries

Three online, regularly maintained registries of evidence-based programs serve juvenile offend-
ers and those at risk of delinquent offending: 1) the Office of Justice Programs’ (OJP’s) CrimeS-
olutions (http://www.crimesolutions.gov/programs.aspx); 2) the Office of Juvenile Justice and
Delinquency Prevention’s (OJJDP’s) Model Programs Guide (http://www.ojjdp.gov/mpg); and 3)
Blueprints for Healthy Youth Development (formerly Blueprints for Violence Prevention), a privately
funded registry housed at the University of Colorado Boulder (http://www.blueprintsprograms.
org). All three registries rate programs using scientific standards that require the research design
implemented to establish causal inference sound enough to rule out alternative explanations for
findings (i.e., sources of systematic bias). Interventions are then ranked as being “promising” or
“effective” (OJP and OJJDP) or “promising” or “model” (Blueprints) based on the strength and
extent of evaluation findings. Our concern in this essay is with programs rated as “effective” or
“model,” an evidence-level rating that the Blueprints registry specifically notes is required for
scale-up, and that CrimeSolutions and the Model Program Guide define as programs that have
been demonstrated to “work.”
The Blueprints registry standard for a model rating requires: 1) a theoretical rationale/logic

model, 2) one or more high quality randomized controlled designs (RCTs), 3) an experimental
replication, 4) sustainability of effects for at least one year post intervention, 5) no evidence of
iatrogenic effects, and 6) the organizational capacity to provide materials, training, and informa-
tion for potential users to adopt and implement the model program with fidelity. Blueprints also
has a “model+” rating, which requires at least one trial by an evaluation team independent of
the program developer and his or her colleagues. In sum, the logic is that for Blueprints to con-
sider any program as ready to be relied on in practice or for scaling up, there should be a clearly
specified theoretical rationale, reliable evidence of positive, sustained impact based on a sound
experimental research design, and at least one replication of positive findings.
CrimeSolutions and the Model Program Guide registries use the same evidence standard to

certify a programas effective. The standard is based on a complex assessment of each experimental
trial on: 1) the theoretical/conceptual framework, 2) the type of research design (an RCT or quasi-
experimental design [QED], 3) the strength of the outcome, and 4) the fidelity of implementation.
Effective interventions must have demonstrated positive effects in at least one high quality RCT
or QED trial, with no evidence of an iatrogenic effect. This standard, which does not require an
RCT or replication for certification as an effective program, is a lower evidentiary standard than
used by Blueprints for either a model or promising rating, (see Fagan & Buchanan, 2016).
Extensive searches of existing evaluation studies find only a few model or effective programs

specifically designed for juvenile justice system offenders that meet criteria for listing on these
registries—four on the Blueprints registry and 10 on the Justice Department registries. If we
include programs that impact delinquent offenders outside the juvenile justice system, the num-
ber of model or effective programs increases substantially. However, in this essay we focus on
those programs specifically intended to serve offenders in the juvenile justice system.
The fact that relatively few programs qualify for inclusion on these registry lists has led to the

criticism that evidence-based programs in juvenile justice are very limited and unable to cover the
full range of juvenile justice service needs (Embry & Biglan, 2008; Lipsey, 2018). Given this limita-
tion, Lipsey (2018) suggests that juvenile justice programming should focus on generic practices
rather than on the evidence-based programs approach taken by these registries. The pertinent

http://www.crimesolutions.gov/programs.aspx
http://www.ojjdp.gov/mpg
http://www.blueprintsprograms.org
http://www.blueprintsprograms.org
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question here is whether these few programs have a significant demonstrated impact on reoffend-
ing rates and how this compares to the demonstrated impact of evidence-based practices, which
currently offer a broader range of services. Further, assuming both have a significant impact on
reoffending rates, are there other advantages that favor the adoption of one over the other, or is the
best policy to encourage both approaches? We will consider this specific issue later in the essay.

Blueprints model programs
The four Blueprints model programs serving juvenile justice youth are: Multisystemic Therapy
(MST); Functional Family Therapy (FFT); Treatment Foster Care Oregon (TFCO); and MST-PSB
(MST for Problem Sexual Offenders). MST, a delinquency prevention program to enhance par-
enting skills and provide intensive family therapy, has an evidence base that (to date) consists
of 74 published studies, including 11 randomized controlled trials (RCTs) involving justice sys-
tem juvenile offenders and seven involving substance abuse and delinquent behavior outside the
justice system. Seven of the offender RCT studies were conducted by an independent evaluator
(the criterion for amodel+ rating by Blueprints). A specialized version ofMST for sexual offenders
(MST-PSB) has been implemented in three additional RCTs. FFT, a short-term family therapy and
juvenile diversion program, has been evaluated in over 20 studies including 13 RCTs, five of which
were independent evaluations. TFCO, a therapeutic foster care program, has 10 evaluation studies
with six RCTs (http://www.blueprintsprograms.org; http://www.fftllc.com/about-fft-training/fft-
research.html; Henggeler & Schoenwald, 2011; MST Services, 2019). In addition, the data base for
each of these programs includes studies ofmediation effects, which provide additional support for
the causal mechanism upon which the program is based (http://www.blueprintsprograms.org).
These model programs have a deep and broad evaluation evidence base documenting their
effectiveness.
There is also extensive evidence for program effectiveness with scale-up for these programs.

State-level initiatives have shown that they are scalable and when well implemented they yield
substantial benefits. Washington was the first state to adopt and implement model programs
statewide. In 1997, Washington passed the Community Juvenile Justice Act requiring the Wash-
ington State Institute for Public Policy (WSIPP) to evaluate the experimental evidence for delin-
quency prevention programs and identify effective interventions.WSIPP identified four programs,
two of which were FFT andMST. Under the provisions of this Act, the state’s juvenile courts were
required to use one of these four programs for court-ordered placement and to eliminate funding
for any existing program found to be ineffective in reducing recidivism. The statewide impact of
this initiative was a 10% reduction in recidivism (Barnoski, 2004; Drake, Aos, & Miller, 2009).
Project Redirection in Florida represents another statewide adoption and implementation

of model programs. The initiative first implemented FFT and MST in five judicial circuits. It
served youth who violated their probation by committing misdemeanors or technical violations
and were diverted to one of these model community programs or returned to a residential
correctional setting. The reductions in recidivism and cost savings for participants in these
programs were substantial, and the success of this initial project led to its expansion to 18 of
the state’s 20 judicial circuits. A 2010–2011 evaluation of this initiative found an 8% reduction
in rearrests and a 24% reduction in felony rearrests for youths in the programs compared to
youths returned to traditional state residential facilities. Reconviction rates were 38% lower
and recommitment rates were 33% lower. This initiative with model programs served over
1,000 youth annually (The Justice Research Center, 2013). This intervention was awarded the
Prudential-Davis Productivity Award for innovations in case processing and the 2008 Science
and Service Award from the Substance Abuse and Mental Health Services Administration for its

http://www.blueprintsprograms.org
http://www.fftllc.com/about-fft-training/fft-research.html
http://www.fftllc.com/about-fft-training/fft-research.html
http://www.blueprintsprograms.org
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success in helping communities adopt and implement effective programs (Elliott & Fagan, 2017).
The initiative is now being implemented in Georgia with two Blueprint programs: FFT and a
promising Blueprints program, The Strengthening Families 10–14 Program.
A third state, Pennsylvania, implemented a set of seven Blueprint model programs statewide.

The Research-Based Programs Initiative achieved significant reductions in delinquency, violence,
and drug and alcohol use (Jones et al., 2008). In the three years from fiscal year (FY) 2011/2012
through 2013/2014,MST servedmore than 4,500 youth. Forty percent were referrals from the juve-
nile justice system, and the reductions in recidivism saved the state an estimated $27.3 million
(EPISCenter, 2014). During this same period, FFT served 3,324 youth, and about 42% were refer-
rals from the juvenile justice system, saving the state an estimated $30.7 million (EPISCenter,
2015).
There is also evidence of larger scale implementation viability. In 2012, MST was selected by

Chile’s government for implementation with high-risk juvenile offenders and given three years to
demonstrate its effectiveness. By the end of this period, MST had established 14 sites and served
2,574 youth. CurrentlyMST is being used in 36 sites across Chile, has served over 10,500 youthwith
an average saving of $11,000 per youth, and has achieved a 43% reduction in recidivism compared
to Chile’s national average in 2010 (MST Services, 2019).
There are few evidence-based Blueprint model juvenile justice programs, but the evidence base

for those that have been identified is extensive. These programs have demonstrated replicated
benefits, that they can be scaled up with fidelity, that they can be implemented as routine practice
in the juvenile justice system, and that they achieve positive system-level effects.

CrimeSolutions and model program guide programs
The evidence base for the six effective programs uniquely listed in the OJP and OJJDP registries
is more limited. In large part, this smaller number results from the Department of Justice’s policy
of including no more than three studies in their expert review even if more than three studies are
found in the literature and from the lower evidence standard used by their registries. Two of the
six effective programs (the Adolescent Diversion Project and Multisystemic Therapy-Substance
Abuse) have at least two evaluation trials with one being an RCT. Three programs have only a
single QED evaluation trial (Brooklyn Treatment Court, Juveniles Breaking the Cycle, and Project
BUILD), and one, Aggression Replacement Training (ART), has been evaluated with two QEDs
involving juvenile justice system offenders.
To our knowledge, little evidence is available on the scale-up of these programs, but some of

them may have substantial levels of implementation. WSIPP recently conducted an evaluation
of ART, which was one of the programs selected for the Washington statewide implementation
under the Community Juvenile Justice Act discussed earlier. This evaluation involved the imple-
mentation of ART in 21 courts, and found iatrogenic effects for the program Knoth, Wanner, &
He, 2019).
This difference in evidence for effective scale-up of programs certified by different registries

highlights the importance of having high methodological standards when determining which
programs are effective and the importance of replication across all methodologically adequate
studies. It is clear that as criteria for certification vary, the evidence base for model and effective
programs (hereafter evidence-based programs) will be inconsistent. The lack of consensus on the
scientific standard for certifying programs as effective is an important issue that we will return to
later.
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1.1.2 Practice approach

The evidence for certified practices is based primarily uponmeta-analyses of sets of individual pro-
gram evaluations that have some common feature; involve an experimental or quasi-experimental
evaluation design demonstrating a positive relationship between the intervention and the out-
come; and provide an estimated average effect size for the practice. The actual range in the number
of programs included in ameta-analysis of a practice can range from aminimumof two (CrimeSo-
lutions) tomore than 50 (Lipsey, 2009). Because of thismethodology, it is difficult to determine the
breadth or depth of research for a given practice. Each review may use different search strategies
and inclusion criteria, different techniques for addressing publication bias, and different meta-
analytic techniques for handling dependencies. In addition, reviews may use different method-
ological requirements for primary studies or a different set of program categories, or categorize a
given intervention differently. Also, as categories used becomemore general, more studies will be
considered as addressing the validity of a given category. Thus, while it is likely that the number
of studies included in the evidence base for some practice categories would be larger than that for
many evidence-based (model or effective) programs, it is not clear that there are generally more
sound studies of clearly defined practices than of evidence-based programs.
CrimeSolutions is the only registry currently listing evidence-based practices determined by

meta-analysis. It currently lists 28, such as “disorder policing,” “contingency management inter-
ventions for substance use disorders,” and “dropout prevention programs.” All published and
reported meta-analyses found in the literature search are included in the CrimeSolutions’ review.
The standard for rating a practice as effective involves an assessment of the overall quality of each
meta-analysis included in the evidence base for that practice and an assessment of the internal
validity of outcomes in each meta-analysis, referring to the extent to which changes in the out-
come can be attributed to the intervention practice. In rendering this judgement, priority is given
to the quality of RCTs in the estimate of the overall practice effect size. For each practice rated
as effective, the practice goals, target population, key components, practice theoretical rationale,
and the number of programs included in eachmeta-analysis are described, along with the average
effect size for the practice.
Only one listed evidence-based practice in CrimeSolutions to date specifically focuses on serv-

ing offenders in the juvenile justice system: Treatment in Secure Corrections for Serious Juvenile
Offenders. The evidence base for this practice involved a singlemeta-analysis of 17 evaluation stud-
ies (six RCTs and 11 QEDs) with an average effect size odds ratio of 1.35.1 While there are no other
online, maintained registries of practices, there are other sources for meta-analyses of juvenile
justice practices, such as theCampbell Collaboration (www.campbellcollaboration.org).However,
Campbell does not render any rating of effectiveness based on an explicit scientific standard, nor is
there standardization about how evaluation studies are categorized to determine practices. Cur-
rently, various meta-analyses vary greatly in how they determine which studies to include and
how categories of practices are defined and differentiated, and in the validity of benchmarks for
identifying a given practice as effective.
What do we know about the effectiveness of evidence-based practices when scaled up? To our

knowledge, except for the Standardized Program Evaluation Protocol (SPEP), discussed next, no
one has attempted a systematic scale-up of evidence-based juvenile justice practices. A critical
question is how does an average effect size for a generic practice get applied to juvenile justice
programming or influence the adoption, adaptation, or termination of a juvenile justice system
intervention?

http://www.campbellcollaboration.org
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A fundamental challenge is how to determine what constitutes implementing a practice iden-
tified as having a significant average effect. One option would be to choose an individual program
identified as belonging to a particular practice set that fits local needs and replicate it. However,
the selected individual program cannot claim evidence-based status based on the practice’s aver-
age effect size. Such a claim might be warranted if the practice were defined by a specific set of
core components with an established causal link to the outcome. However, we know of no such
practice definitions for juvenile justice interventions. A second option might be to create a new
program that addresses unique local needs and resources by incorporating the core components
or logic model common to all programs in the set. This would be a reasonable option, except
that almost no existing research identifies the necessary and sufficient components of practices,
and no meta-analysis we could find defines juvenile justice practice types based on shared core
components or a logic model. A third option might be to compare programs currently operat-
ing in the juvenile justice system with programs included in an effective practice and adapting
their programs to conform more closely to the core characteristics of the practice. But this option
has the same limitations as the former option and depends on research demonstrating that crit-
ical components have been extracted and distinguished from noncontributory components of a
tested program of this type. Finally, a fourth option is to consider terminating any program that
is of a practice type found to be, on average, ineffective. Again, this could be a serious mistake,
as it assumes the average effect size can be generalized to all individual programs in the prac-
tice. In each case, these strategies rest on an assumption that some common underlying causal
mechanism among programs in a practice accounts for how the shared components that define
the practice work to change targeted outcomes. Given current meta-analytic practice, this is an
unwarranted assumption.

2 STANDARDIZED PROGRAM EVALUATION PROTOCOL (SPEP)

The Standardized Program Evaluation Protocol (SPEP) is a system that aims to adapt juvenile
justice programs currently in use to conformmore closely to a set of practice characteristics shown
to be related to program effectiveness. Lipsey (2009) identified a set of juvenile justice practices in
ameta-analysis of 548 evaluation studies of juvenile justice programs conducted between 1958 and
2002. This extensive database provided the opportunity to examine trends across and variations
among a wide range of programs implemented in the juvenile justice system before 2003 that had
produced some estimate of evaluation effects.
To understand how the type of intervention approach might relate to effects, Lipsey aggre-

gated individual evaluations into broad generic types of programs: family-based therapy, cognitive
behavioral therapy, counseling, skill development, disciplinary interventions, deterrence-focused
interventions, and surveillance-focused interventions. Effect sizes were then estimated for each
type of practice on recidivism. He found small to moderate positive effects for most of his prac-
tice types and labeled this set as “therapeutic” practices. He also found several practices that were
ineffective or harmful: discipline-oriented practices, deterrence practices, and surveillance prac-
tices. Lipsey subsequently applied a regression analysis to determine what program features were
associated with lower recidivism rates in therapeutic practices and found four characteristics: 1)
the risk level of offenders in the program, 2) the type of therapeutic programming being imple-
mented, 3) the duration of service delivered, and 4) the quality of the intervention delivered. Based
on this set of practices and the characteristics associated with recidivism, Lipsey developed an
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intervention called the Standardized Program Evaluation Protocol (SPEP), which he promotes as
an evidence-based practice intervention (Lipsey, 2018).
SPEP is a fidelity tool, assessing compliance to the set of four characteristics of effective ther-

apeutic practices found in Lipsey’s (2009) meta-analysis. Lipsey (2018) describes it as an assess-
ment or measurement scheme based on program characteristics predictive of favorable recidi-
vism effects. In essence, these four practice characteristics are treated as core components in an
evidence-based intervention. SPEP is offered to juvenile justice systems as a set of evidence-based
practice guidelines for improving the effectiveness of their current programming with the claim
that increasing compliance levels across these four characteristics (i.e., their SPEP score) will
increase their “expected effectiveness” (Lipsey, Howell, Kelly, Chapman, & Carver, 2010).

3 META-ANALYSIS QUALITY AS A FACTOR IN PRACTICE
RATINGS

None of the practices identified in Lipsey’s meta-analysis is rated as an effective practice in the
CrimeSolutions registry, although several are listed as promising practices. The validity of the
meta-analysis upon which SPEP is based (Lipsey, 2009) is threatened by two problems: the vari-
ability in the quality of the evaluation studies included, and questions of the internal validity of the
identified practices, the two criteria used by CrimeSolutions for evaluatingmeta-analyses. A large
portion of the evaluations included in Lipsey’smeta-analysis involved quasi-experimental designs
(QEDs) with unmatched control groups. Further, of those matched, a substantial number were
matched only on demographic characteristics and not on pretest measures of desired outcomes.
Moreover,many included studies had small sample sizes, focused onnonserious offenders, did not
document program content, logic model, or fidelity, or relied on a single, short-term follow-up to
calculate effects. Lipsey himself described the general body of evaluation research prior to 1988,
a major portion of the selection period for his meta-analysis, as “frankly horrid” (Lipsey, 1988,
p. 6).
This reliance on low-quality QED studies to assess effectiveness of constructed practices raises

concerns. Quasi-experiments can produce unbiased causal inference, but only if they meet the
strong ignorability assumption (Rosenbaum&Rubin, 1984). This requires that the covariates used
in a study capture the true process of selection into treatment that is correlated with the study
outcome. However, in actual research practice with QEDs, only regression discontinuity designs
have been shown to demonstrably meet this condition (Chaplin et al., 2018; Cook, Shadish, &
Wong, 2008). It is unlikely that the QEDs in the set of studies included in Lipsey’s meta-analysis
met this assumption.
Further, the available evidence indicates that the inclusion of QEDs in meta-analyses provides

inflated estimates of effect size and that there is no method to accurately estimate the extent or
magnitude of these biases (Cheung & Slavin, 2015). Small sample sizes and weak internal validity
also tend to inflate effect sizes (Cheung & Slavin, 2015; Coyne, Thombs, &Hagedoorn, 2010; Krae-
mer, Gardner, Brooks, & Yesavage, 1998; Weisburd, Lum, & Petrosino, 2001; Welsh, Peel, Farring-
ton, Elffers, & Braga, 2011). These threats to internal validity cannot be renderedminor by statisti-
cal controls or by including many studies. Basically, QEDs provide weak evidence in determining
effectiveness. The designation of a program or practice as evidence-based requiresmore definitive
evidence like that provided by RCTs (National Research Council and Institute of Medicine, 2009).
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4 INTERNAL VALIDITY AS A FACTOR IN PRACTICE RATINGS

Campbell and Stanley (1963) view internal validity as the sine qua non of good evaluation research,
highlighting the priority they give to causal inference. Does the evaluation provide compelling
evidence that the intervention produced the observed effect in the outcome? Given the way prac-
tices are constructed in Lipsey’s meta-analyses, it is unclear what causal mechanism is involved
andwhat program components or characteristics account for the observed impact. Lipsey’s (2009)
practice taxonomy is not based on a program’s core components, logic model, or theoretical ratio-
nale, but rather on broad philosophies of interventions developed “inductively.” As a result, there
may be substantial heterogeneity within each of his generic types of practice in core components,
logic models, and possible causal mechanisms, as well as program content, population included,
procedures, and activities. Heterogeneity is also reflected in the greater variation in effect sizes
within practice types than between them (Lipsey, 2009). Such variation in what is being identi-
fied as a distinct practice raises questions about the appropriateness of using the average effect size
to characterize the effectiveness of the practice (Durlak & Lipsey, 1991), the construct validity of
Lipsey’s taxonomy of generic practices, and any causal interpretation of the relationship between
the intervention and recidivism.
Moreover, the set of evaluations included in each practice category incorporates interventions

whose evaluation(s) indicated their estimated effect was negative. For example, in the family
therapy practice, 14% of reported effects, excluding those for FFT and MST, were negative (inter-
vention fared worse than controls). Nearly 10% of cognitive behavioral therapy study evaluations
found negative effects (Lipsey, 2014; Lipsey et al., 2010). In some cases, these were interventions
for which the only evaluation of their effectiveness found negative effects. If these are reliable
and statistically significant effects, Lipsey’s certified practices could include specific interventions
demonstrated to be harmful. There is a potential for promoting harmful interventions when a
practice with high heterogeneity in specific intervention activities or negative results is certified
as a sound practice. Lipsey et al. (2010) acknowledge this problem,2 but there is no indication that
it is addressed in the typology of practices or implementation of SPEP.
In the evidence-based program approach utilized among the pertinent registries, finding a

harmful effect for a program in a well-conducted trial disqualifies that program, even if the aver-
age effect size for the set of that program’s evaluations is positive. The standards for certifying
practices as evidence-based need some rule or guideline for dealing with interventions included
in a type of practice that are found to be harmful.
While the formation of generic practice types identified bymeta-analyses such as Lipsey (2009)

may provide some heuristic utility for suggesting promising strategies and approaches for inter-
ventions in juvenile justice, as currently formulated they do not warrant being rated as evidence-
based interventions that can be scaled up for use in the juvenile justice system. This is because
the evidence for SPEP is limited to correlational evidence.3 With respect to the development of
SPEP, Lipsey’s regression analysis identifying the four program characteristics was an atheoreti-
cal exploratory analysis, most appropriately interpreted as suggesting hypotheses to be tested. It
was not a confirmatory analysis. These regression findings do not provide any valid causal inter-
pretation of the relationship between SPEP and recidivism (Jaffee, Strait, & Odgers, 2012).
With regard to the evidence for SPEP as an intervention, the only validation study involved a

regression of initial SPEP ratings on recidivism rates over the following six and 12 months with an
early version of SPEP (which included no rating for the quality factor) that found lower than
predicted rates of recidivism for programs with higher SPEP scores (Lipsey, 2008; Redpath &
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Brandner, 2010). At present, there is no implementation evidence that an improvement in SPEP
scores is related to a reduction in recidivism rates.

4.1 Impact on the juvenile justice system

The second criterion for determining the relative value of program and practice approaches (the
first is the evidence base for programs and practices, discussed above) is to assess their impact
on juvenile justice programming—the extent of uptake and integration into service systems for
juvenile justice and their impact on population rates of recidivism. For practices, we focus on the
impact of SPEP as it is the only form of practice to date that has been implementedwith scaling-up
intent and embedded in juvenile justice systems.

5 PROGRAMAPPROACH

As noted earlier, the evidence base for MST, FFT, and TFCO is strong. These programs have been
adopted and implemented successfully in hundreds of sites (Greenwood, 2018). As of 2011, MST
has been implemented in 34 states, 15 countries, and 540 sites worldwide, and reports serving
17,000 families annually (MST Services, 2019).4 Functional Family Therapy (FFT) has been imple-
mented in 24 states and 270 sites, and treats 17,500 youth and families annually. Treatment Foster
Care Oregon (TFCO) has been implemented in 13 states and 50 sites, and serves approximately
1,300 youth annually. Both MST and FFT have been implemented statewide in justice systems in
eight states, and their implementation levels are high in at least five additional states (Colorado
Office of State Planning and Budgeting, 2018; Elliott & Fagan, 2017; Greenwood, 2018; Henggeler
& Schoenwald, 2011; Welsh & Greenwood, 2015). While the number of juvenile justice systems
involved and the numbers of offenders served are significant and growing, on a national scale
the current adoption level of evidence-based programs and the proportion of offenders served by
these programs is small.
The best evidence for the impact of evidence-based programs on juvenile justice systems is the

population-level reductions in recidivism and cost savings achieved in statewide implementations
of evidence-based programs. The results achieved inWashington’s 1997 Community Juvenile Jus-
tice Act was a 10% statewide reduction in recidivism, which will produce a projected state cost
savings of $425 million by 2030. Based largely on the success of this initiative, the Washington
State legislature cancelled the planned construction of a new state prison (Barnoski, 2004; Drake
et al., 2009). Project Redirection in Florida achieved a statewide reduction in total recidivism of
8% and a 24% reduction in felony recidivism, and a cost savings of $124million in 2010–2011. Penn-
sylvania’s Research-Based Programs Initiative resulted in a $317 million cost savings (Jones et al.,
2008). These are significant population-level effects at the state level.
In addition, these evidence-based programs and the program approach in general have affected

how states, philanthropic organizations, and countries are funding and administering juvenile
justice programming (Greenwood, 2018). There is increasing evidence that states and local agen-
cies are willing to scale up these programs. The success of the Washington State initiative led to
a national initiative, Results First (https://www.pewtrusts.org/en/projects/results-firstinitiative),
a joint project of the Pew Charitable Trust Foundation and the MacArthur Foundation, that pro-
vides states across the country with technical assistance to conduct similar reviews of their use

https://www.pewtrusts.org/en/projects/results-firstinitiative
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of evidence-based programs and their cost benefits. The programs selected for this initiative have
been predominantly Blueprint model programs.
Not only are these evidence-based programs being adopted and implemented, they are central

to current innovations in juvenile justice systems. Both MST and FFT are approved for Tempo-
rary Assistance for Needy Families (TANF) funding and have been rated as “well-supported” pro-
grams by the Title IV-E Family First Preventive Services Act, which provides federal funding to
states that implement these two programs. Florida’s Project Redirection was awarded the Pruden-
tial Financial-Davis Productivity Award for innovations in case processing and the 2008 Science
and Service Award from the Substance Abuse and Mental Health Services Administration for its
success in helping communities adopt and implement effective programs (Elliott & Fagan, 2017).
This initiative is now being implemented in Georgia with two Blueprint programs—FFT and a
promising Blueprints program, The Strengthening Families 10–14 Program (a group parenting
and youth skills program that aims to reduce aggressive, hostile behavior, and substance abuse in
adolescents).
Unfortunately, we know of little reliable data on the adoption rates at the national level or

effects on system-level recidivism for the other evidence-based programs for juvenile justice pop-
ulations. Many states, however, are in the process of developing an inventory of programs being
implemented in their juvenile justice systems (Greenwood, 2018), so these datamay be available in
the near future. Lipsey (2018) estimates that evidence-based programs in the Blueprints, OJP, and
OJJDP registries constitute less than 10% of programs currently being implemented in the states
where SPEP has been involved in creating local juvenile justice system inventories of programs. It
is clear that evidence-based programs have not yet had a major national effect on juvenile justice
programming, but it is equally clear that they have had a significant impact at the state level and
demonstrate the potential for achieving a national-level impact.

6 PRACTICE APPROACH: SPEP

Greenwood (2018) reports that as of 2017, SPEPwas being implemented in 10 states. Three of these
states were involved in the OJJDP Juvenile Justice Reform and Reinvestment Initiative (JJRRI) in
a demonstration project, in which SPEP was implemented in: 1) a single county in Wisconsin, 2)
three judicial districts in Iowa, and 3) a set of programs in Delaware serving high-risk offenders
that had not previously been evaluated or audited by the state. The implementation of SPEP in
Pennsylvania was statewide but we have no information about the level of implementation in the
other states.
While this is a small number of sites and the level of implementation in the demonstration sites

is limited, SPEP potentially can involve multiple juvenile justice systems, a number of different
types of practices, andmany separate programs, and it can serve a large number of offenders.How-
ever, we know of no reliable estimates of the total number of juvenile justice systems, programs,
or individual offenders that have been impacted by SPEP. The number of states in which SPEP is
being implemented is substantially smaller than that for the four evidence-based programs con-
sidered above, and to our knowledge SPEP has not been implemented outside the United States,
but there is no current basis for comparing the juvenile justice system adoption rates of evidence-
based programs versus practices or their impact on the number of offenders served.
To date, SPEP also has had a small level of adoption by juvenile justice systems. There is no

experimental evidence that this practice-focused intervention has had a significant impact on
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juvenile justice program effectiveness or overall system effectiveness in those sites where it has
been implemented.
Overall, evidence-based interventions have had limited national impact. As discussed in the

previous section, evidence-based programshave shown reduced recidivism rates in selected states,
with a significant number of adoptions occurring both nationally and internationally. The impact
of evidence-based practices (and SPEP specifically), however, is essentially unknown. It should
be noted that in addition to the juvenile justice evidence-based programs (MST, FFT and TFCO),
other programs are rated as model+ on the Blueprints registry and are serving large numbers
of youth involved in delinquent behavior and those at risk for involvement: Life Skills Training
(LST), a middle-school substance abuse prevention program; Positive Action (PA), a social emo-
tional learning program for students in elementary and middle-schools; and Project Towards No
DrugAbuse (TND), a high-school drug prevention program. For example, as of 2017, LST has been
implemented in more than 1,200 communities serving more than a million youth with a cost-
benefit ratio of $25.61 for every $1 spent (Center for the Study and Prevention of Violence, 2018;
Jensen & Hawkins, 2018; Washington State Institute for Public Policy, 2017). The evidence indi-
cates that evidence-based programs for reducing juvenile crime are being scaled up with fidelity
and are having demonstrable impact. And there is reason to believe the adoption rate of these pro-
grams will continue to expand given their successful implementation and impact on recidivism
(Jensen & Hawkins, 2018).

6.1 Fidelity, effect size, and cost considerations

One argument offered for practices versus programs is that programs require fidelity to specific
implementation that is too challenging for juvenile justice systems (Embry&Biglan, 2008; Lipsey,
2018; Ringwalt et al., 2003). This position asserts that practices can be more readily integrated
into existing programming and levels of staff training. Two other considerations in judging how
advantageous a given programor practicemight be are the program’s effect size and cost (and cost-
benefit ratio). While there are many complex issues related to adoption decisions and successful
implementation, we focus here on three issues—fidelity, effect size, and cost—and compare the
evidence for evidence-based programs and practices (the single available example of practices
being SPEP).

7 FIDELITY: THE PROGRAMAPPROACH

In general, some researchers claim that the implementation of evidence-based programs is more
highly specific, leaves less room for local adaptation, and is less flexible than practice approaches
such as SPEP (Barnoski, 2002; Fixen, Blasé, Metz, & Van Dyke, 2013; Greenwood, 2018; Lipsey,
2018). This raises questions about the difficulty of implementing these interventions with fidelity.
Achieving and maintaining high levels of fidelity is a challenge in scaling up an intervention,
particularly for programs because they are fully prescriptive (i.e., designed to be implemented
as specified), whereas practices carry a presumption of being more flexible, allowing for some
variation in delivery, dosage, and other non-core components and thus being more amenable to
local adaptations.
Achieving fidelity is a ubiquitous problem in implementation science (Brownson, Colditz, &

Proctor, 2018; Fixen, Naoom, Blasé, Friedman, & Wallace, 2005; Spoth et al., 2013). How to attain
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needed fidelity and how close that fidelitymust be to realize a program’s expected effectiveness are
still unresolved issues. Yet, available research indicates that when programs are continually mon-
itored for fidelity with a high level of developer involvement, as is the case for the four Blueprint
juvenile justice model programs, scale-up fidelity can be maintained and positive program effec-
tiveness achieved (Durlak & DuPre, 2008; Elliott & Mihalic, 2004; Fixen et al., 2005; Kemp, 2016;
Mihalic, Fagan, & Argamaso, 2008; Rhoades, Bumbarger, &Moore, 2012;Welsh, Sullivan, & Olds,
2010). Both MST and FFT have demonstrated implementation fidelity and positive levels of effec-
tiveness in scale up and routine practice as described earlier, and they have confirmed the expected
relation between therapist and supervisor fidelity and recidivism (Kemp, 2016;Mihalic et al., 2002;
MST Services, 2019; Ogden et al., 2012; Schoenwald, Sheidow, Letourneau, & Liao, 2003; Schoen-
wald, Chapman, Sheidow, & Carter, 2009; Washington State Institute for Public Policy, 2004).
In a national dissemination and replication study of Blueprint violence prevention model pro-

grams involving 42 sites, Elliott and Mihalic (2004) found 74% of these model programs imple-
mented all the core components of their respective programs, and the average for all programs
was 86% to 100% percent of core components. This study also included an implementation of LST
in 105 sites involving approximately 430 middle schools. Implementation fidelity scores averaged
between 81% and 86% of required lesson content. A more recent LST replication initiative involv-
ing 17 states, 724 schools, and more than500,000 students found 68% to 87% of key lesson content
was covered across all districts, and 92% of eligible students received the intervention (Center for
the Study and Prevention of Violence, 2018). In all of these replication studies the monitoring of
implementation fidelity was ongoing. All Blueprint model programs also have fidelity checklists
available for monitoring during implementation.

8 FIDELITY: THE PRACTICE APPROACH

Apart from SPEP, there has been no attempted scale-up of a juvenile justice practice and thus no
assessment of implementation fidelity during scale-up. This issue has not been addressed to date;
there has been no discussion of how to define or measure fidelity when implementing a practice.
What is the evidence that initial SPEP assessments of a practice’s implementation fidelity

improve over time with the use of SPEP? What is the evidence that when the SPEP-directed plan
for improving fidelity is successfully completed, recidivism rates are reduced? To date no studies
that provide evidence that the use of SPEP assessments to guide juvenile justice programupgrades
results in increased program fidelity and effectiveness in any scale-up in the juvenile justice sys-
tem. In fact, the research from the JJRRI SPEP demonstration program revealed several problems
with the implementation of SPEP that suggest it will be difficult to implement SPEP assessments
and plans for improving practice fidelity (Liberman & Hussemann, 2016, 2017). For example, it
took more than two years to complete the initial (baseline) rating of existing programs and install
the systemwide data collection systems needed to assess improvement in the SPEP rating. Fur-
ther, local agencies resisted the rigidity of the SPEP assessment requirements. Unfortunately, the
demonstration grant ended before subsequent SPEP assessments could be completed. Implement-
ing SPEP in this demonstration project was more difficult than expected. Achieving fidelity when
scaling up SPEP may, therefore, prove to be as difficult as for evidence-based programs.
Research shows that fidelity of implementation can have a powerful impact on whether an

intervention has intended or previously demonstrated benefits. Meeting the challenges of fidelity
when implementing to scale, therefore, deserves serious attention. This includes recognizing
that achieving high fidelity remains a challenge in most instances. And much still needs to be
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established about the relation between fidelity and the expected effectiveness of an intervention.
For example, some evidence suggests that this relation may involve a threshold effect rather than
a simple linear effect—that is, some minimum level of fidelity required to achieve the expected
effect. Berkel, Mauricio, Schoenfelder, and Sandler (2011), in a systematic review of studies evalu-
ating the relation between implementation characteristics and outcomes, report that when imple-
mentation fidelity was at least 60%, programs reliably produced positive effects. Improving fidelity
may not always result in a corresponding improvement in effectiveness as assumed in the SPEP
intervention. Unfortunately, little is known about whether scaling up practices can be achieved
with fidelity and with the expected levels of effectiveness. In contrast, there is clear evidence
that some evidence-based programs have been scaled up with fidelity, achieve expected levels of
effectiveness, and are cost-effective. There is no reliable evidence of effectiveness for some other
evidence-based programs, however, and several have been found to be ineffective or iatrogenic.

8.1 Effect size and cost-effectiveness

Decisions to adopt a program or practice involve more than considering just the extent and con-
sistency of positive findings across multiple evaluations with scale-up and evidence that the inter-
vention can be implemented with fidelity. Here we consider evidence of the effect size and cost
savings of evidence-based programs and practices. Since we know of no data on scale-up of juve-
nile justice practices apart from SPEP and there is no evidence of effect size or cost-benefit for
SPEP, this section is limited to evidence-based programs.
Earlier we reported on the effect sizes and cost-benefits of specific examples of the scale-up

of MST, FFT, and TFCO. Based on a meta-analysis of all evaluation studies of each of these pro-
grams, both MST and FFT produced positive average effect sizes and cost-benefits. Washington
State Institute for Public Policy (WSIPP) estimated the cost-benefit of FFT when implemented
with youth in state institutions to be $18.75 for every $1 spent, with an adjusted effect size of
d=−.25 (adjusted from empirical findings on effects when taken to scale). When FFT was imple-
mented with youth on probation, the cost-benefit ratio was $8.35, with a similar adjusted effect
size. For both populations, the probability of obtaining positive effects when implementing FFT
with fidelity is 100%. For MST, WSIPP estimated a positive cost-benefit ratio of $3.02 and adjusted
effect size of d= −.10, and a probability of a positive cost-benefit of 99% percent. The cost-benefit
for TFCO was estimated to be $4.29 with a probability of a positive effect being 91% (Washington
State Institute for Public Policy, 2017, 2019). Cost savings can vary from state to state depending
on local conditions. The estimated cost-benefit ratio for MST statewide in New Mexico is $3.34
(Dopp et al., 2018), and in Colorado it is $3.00 (Colorado Office of State Planning and Budgeting,
2018). These cost-benefit estimates include the initial start-up costs for evidence-based programs.
There is also evidence from the Washington State Institute for Public Policy (2019) on the cost-

effectiveness of several other evidence-based programs. The Adolescent Diversion Program has
a 100% probability of benefits exceeding costs; MST for Substance Abuse has a cost-benefit ratio
of 1.58 with a 58% probability of a positive effect; and Aggression Replacement Training has a
cost-benefit ratio of 1.51 with a 23% probability of benefits exceeding costs. WSIPP recommends a
75% probability as the standard for being a cost-effective intervention, suggesting that these latter
three programs are not cost-effective.
As with fidelity, there is no study that identifies the cost-benefit of different practices primarily

because such evaluations are lacking in the source studies. Nor has there been such an evaluation
of the SPEP approach or for the practices identified by CrimeSolutions.
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9 DISCUSSION

9.1 Scientific standard for evidence-based interventions

One of the problems with the evidence-based program approach is the variability in registry stan-
dards for certifying interventions as evidence-based (Fagan & Buchanan, 2016; Means, Magura,
Burkhardt, Schröter, & Coryn, 2015). This variability is confusing and results in different levels
of confidence that can be placed in the effectiveness of programs recommended for scale-up. The
problems emanating from this variation are exacerbated when meta-analytic methods use differ-
ential methodological criteria for including studies than program registries use.5

The recommended standard for demonstrating the effectiveness of a prevention program estab-
lished by the National Academy of Science (NAS) requires multiple well-conducted randomized
controlled trials. Further, the NAS recommendation cautions that when this type of evidence is
not available, evidence from the next strongest designs, i.e., quasi-experimental designs, should
not be considered definitive (National Research Council and Institute of Medicine, 2009). Design
standards that require any included evaluations to meet basic benchmarks for causal interpreta-
tion (RCTs) or be scrutinized for low likelihood of bias (QEDs with strong controls for potential
bias) are needed to align registry ratings and facilitate understanding of programs and practices
comparatively.
In addition to the design quality, replication, and independence of evaluations, the scientific

standard for certifying an intervention as evidence-based should also require specification of the
causal mechanism or process underlying the intervention. We agree with Nagin and Sampson
(2019), Sampson,Winship, andKnight (2013),Weisburd et al. (2017), andWeisburd,Hinkle, Braga,
and Wooditch (2015), who warn of the danger associated with basing policy and programming
decisions or recommendations for scale-up on interventions that have no clear indication of the
causal mechanism operating to produce the observed effect. Without this, evidence for a generic
practice’s average effect cannot direct juvenile justice programming to any meaningful extent.
The Blueprint registry standard is close to the NAS standard for certifying programs as

evidence-based. For its model and model+ programs, Blueprints requires a logic model, at least
one high-quality RCT, a replication of a high-quality RCT or QED, a one-year sustained effect, no
iatrogenic effects, and an independent evaluation for amodel+ rating. The twoDepartment of Jus-
tice registries are further from theNAS standard, allowing for a programwith a single high-quality
QED to be certified as an evidence-based (i.e., effective) program. This is not a problem limited to
the evidentiary standard for crime and delinquency interventions certified as evidence-based. It
is a general problem for the field of intervention science. The inconsistency in certification stan-
dards is one of the factors that undermines practitioner confidence in the use of registries (Nuehoff
et al., 2015). We need consensus on a minimum standard for certifying programs and practices as
evidence-based and ready for scale-up. At present, there is too little empirical evidence about any
given practice, let alone the approach overall, to undertake judgment about its potential value,
whether in comparison to program approaches or simply as another viable approach.

10 IMPACT ON JUVENILE JUSTICE SYSTEMS

The impact of evidence-based programs on juvenile justice programming is not yet what is hoped
for. However, the rate of adoption and scale-up of these programs to date is quite like that of



1320 ELLIOTT et al.

prevention interventions in other fields of prevention science (Glasgow et al., 2012; Morris, Wood-
ing, & Grant, 2011; Welsh et al., 2010). In reviewing program evaluation and implementation in
education, health, justice, and other social policy areas, Shadish, Cook, and Leviton (1991) note
the difficulty of introducing significant change in established institutional practice and that, as a
result, policies or programs that call for more than marginal changes in the status quo are rarely
implemented to scale. It is naive to assume that once a new innovative program or practice has
been demonstrated to be more effective than existing institutional practice it will be widely dis-
seminated within a year or two, and within a few more years will be firmly embedded in any
institutional system, including the juvenile justice system. Historically, the dissemination and
adoption of innovative programs and practices like those identified as evidence-based programs
are relatively slow, not only in juvenile justice, but in health, education, and other institutional
systems.
For example, it was more than 100 years after Ignaz Semmelweis documented the effective-

ness of surgeons washing their hands to avoid infections that the first national hand hygiene
guidelines were published (World Health Organization, 2009); it was 40 years after James Lind
established that vitamin C was an effective preventive for scurvy before the British Admiralty
ordered British ships to carry a supply of lemon juice on all voyages (http://www.bbc.co.uk/
history/historic_figures/lind_james.shtml); and after it was discovered that mosquitos were car-
riers of malaria it tookmore than a decade before fumigation use as a deterrent tomalaria became
routine (McCullough, 1977). In describing change in social policy, Friedman and Friedman (1989)
assert that the process leading to a change in the institutional status quo and the establishment
of new policies takes decades. By this standard, we believe the level of juvenile justice system
adoption of evidence-based programs is on track and with continued support and development,
it will soon come to have a truly significant impact on the effectiveness of juvenile justice system
interventions nationally.

11 NUMBER OF EVIDENCE-BASED PROGRAMS AND PRACTICES

Another frequent criticism of the evidence-based program approach related to its limited impact
is the small number of programs certified as evidence-based (Embry & Biglan, 2008; Lipsey, 2018).
The appropriate question is how many evidence-based programs does it take to have a significant
impact on the juvenile justice system, and to have a significant impact on juvenile justice systemwide
recidivism rates? In the Washington State initiative described earlier, only four programs were
involved. While the proportion of all offenders in Washington’s juvenile justice system involved
in these programs was not reported, it seems likely it was most offenders. Project Redirection in
Florida included only three programs. The Research-Based Program Initiative in Pennsylvania
included seven. Lipsey’s (2009) meta-analysis of the full range of programs being implemented in
juvenile justice systems identified four types of generic practices that were effective. Presumably,
these four practice types captured the full range of services being delivered by juvenile justice sys-
tems prior to 2003. A substantial impact on the juvenile justice system does not depend on having
a large number of programs. It does not depend on having programs with large effect sizes. It can
be achieved with relatively few programs that meet a high evidentiary standard of effectiveness,
can be implemented with fidelity, and are cost-effective. We have evidence-based programs that
meet these requirements and, at present could, with selectivity in programs, successfully replicate
the experience in Washington State throughout the United States.

http://www.bbc.co.uk/history/historic_figures/lind_james.shtml
http://www.bbc.co.uk/history/historic_figures/lind_james.shtml
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Obviously, having more evidence-based programs and offering a broader range of services
appropriate for a broader range of offender needs are still important goals. This would provide
more choice to practitioners, increase the likelihood of a good fit between program characteristics
and local needs, and expand the numbers of offenders in the juvenile justice system being served
by effective interventions.

12 STANDARDS FOR CERTIFYING EFFECTIVE PRACTICES

Weare far from identifying core components or the specific intervention elements that account for
the observed changes in targeted outcomes (MacKenzie & Farrington, 2015;Weisburd et al., 2015).
This is true for evidence-based programs as well as for practices. Not only would good research
evidence on core components facilitate the development of evidence-based practices, it would val-
idate specific theories and effectiveness of specific change strategies employed to modify risk and
protective factors. It would also inform local adaptations to programs to insure they are consistent
with the causal mechanism involved so as not to undermine the effectiveness of the intervention.
We support and encourage the adoption of the Institute of Medicine’s (2011) recommended Stan-
dards for Systematic Reviews that specifically addresses this issue, requiring that the selection of
the topic for the review involve an analytic framework that clearly identifies the chain of logic
that links the intervention to the outcome of interest (Standard 2.5).
In addition, a set of evidentiary standards is needed for certifying practices as evidence-based.

This will require more specificity in selection requirements for meta-analyses attempting to iden-
tify generic types of programs, with attention to common core components, intervention delivery
strategies, and theorized causal mechanisms. There are examples of meta-analyses that selected
adult justice system programs based on common core components theoretically linked to the
outcome—for example, Pulling Levers (Braga & Weisburd, 2012) and Job Transitions programs
(Barden, Juras, Redcross, Farrell, & Bloom, 2018)—but the use of this selection criterion is rare
andwe know of none involving juvenile justice practices. And, while these examples define inclu-
sion based on some presumed shared causal logic, the value of such approaches still is hindered
by inclusion of studies with insufficient methodological quality to instill confidence about the
results. An unresolved issue is how a practice that includes interventions with high quality eval-
uations demonstrating significant negative effects should be considered in meta-analyses and in
the certification of a practice as evidence-based. The existing registries agree that a programwith a
well-conducted experimental trial finding a negative effect is not certified as an effective or model
program even if the average effect from the set of trials is positive. Developing standards for iden-
tifying evidence-based practices should be a high priority.

13 POLICY IMPLICATIONS

The contention of some that the evidence-based program approach has failed to have substan-
tial impact on juvenile justice is valid if the standard is that evidence-based programs serve most
offenders in the juvenile justice system. Though that appears to be the case in Washington State,
this level of broad impact has not yet been demonstrated consistently. On the other hand, the
contention that reliance on practices rather than evidence-based programs overcomes the forces
limiting program use and impact does not have any solid examples or convincing evidence.
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Considering the existing evidence, we make some suggestions below about how to advance the
impact of evidence-based interventions, programs, and practices in juvenile justice.
At present, we think funding for the scale-up of interventions to upgrade the effectiveness of

juvenile justice programming should be limited to evidence-based programs and, more specifi-
cally, to those that meet a high standard requiring well-designed and implemented RCTs showing
sustained effects and replication. The evidence for practices as effective interventions in the juve-
nile justice system is too limited for any confident judgement about their utility. At this point,
there is no sound scientifically rendered support for any specific practices, including SPEP, to
be considered ready for scale-up. More attention to how programs are collectively analyzed to
identify practices and experimental tests of their effectiveness in scale-up is needed before such
judgement can be rendered.
This is not to suggest that only evidence-based programs should be promoted. Current research

on practices provides an important body of research that can build theory, guide program develop-
ment, and inform local adoption decisions when there are no evidence-based programs available
that fit local needs. But such decisions must be made with full awareness that the current evi-
dence for these interventions is substantially lower and the risk of null effects is substantially
greater than for evidence-based programs. Moreover, this option should not be considered when
planning for a major scale-up. Interventions with a lower level of evidence, like SPEP, should
be designated and promoted as promising or as a research-based intervention (Washington State
Institute for Public Policy, 2017).

14 CONCLUSION

Fixen et al. summarize the current state of intervention science as follows: “Attempts to scale
ineffective or harmful innovations are a waste of time, money and opportunity. Yet investing in
strategies that do not work is the norm and not the exception as well-meaning legislators and
leaders press for quick solutions in human service systems” (2017, p. 494). If we are to change this
situation, we must be able to identify and implement interventions that are known to work, that
can be implemented at scale with fidelity and that are cost-effective. The evidence-based program
approach has provided this kind of evidence for selected programs and demonstrated success in
scaling them up with significant impact on juvenile justice systems.
The generic practice approach to prevention is currently underdeveloped and has not qualified

any practices as evidence-based. Conceptual and construction problems must be addressed; the
current research evidence for practices is weak. There is no experimental evidence to date that this
approach has identified practices that can be scaled-up to impact juvenile justice programming.
Relatively few evidence-based programs for adjudicated juvenile offenders currently exist, but

some have been shown to work, are cost-effective, and can be implemented at scale with fidelity.
While the number of these evidence-based programs is small, these programs’ impact on the few
juvenile justice systems implementing them has been substantial, and the number of systems
adopting these evidence-based programs is accelerating.
Given the history of the time it takes for effective interventions to become embedded in insti-

tutional routine practice, the impact of these interventions on juvenile justice programming is on
track. What holds the greatest promise for improving the effectiveness of the juvenile justice sys-
tem is more high-quality research on promising and research-based programs and practices that
will provide the additional evidence needed to qualify them as evidence-based interventions.
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ENDNOTES
1 In reviewing the evidence for Treatment in Secure Corrections for Serious Juvenile Offenders, we found it difficult
to ascertain the common features that characterize it and how fidelity to the practice might be measured. The
practice is described as including clinical, psychological, educational and behavioral programs.

2 In describing what “effective implementation” of a programmeans, Lipsey notes both ensuring the program has
the distinguishing characteristics of similar programs that have above average positive effects (the four charac-
teristics identified) and avoiding those characteristics found to have negligible or negative effects. But there is no
indication these latter characteristics were investigated, or any indication in the therapeutic types or SPEP assess-
ment that these characteristics were considered or used to disqualify a therapeutic type program fromusing SPEP
as a way of improving its fidelity and claiming improved effectiveness (Lipsey et al., 2010).

3 Personal correspondence with Mark Lipsey: email May 28, 2016.
4 MST claims 200,000 families have been positively impacted by MST (mstservices.com).
5 Gottfredson et al. (2015) have proposed specific standards for efficacy, effectiveness, and scale-up in prevention
science that could and should guide program and practice identification for evidence-based approaches in crim-
inal justice.
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